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Introduction

Classification criteria:

1 explicit transition-actions - ”Shift” ; ”Reduce”
2 assign scores - dependency graphs/transition actions

Graph-based parsers - find highest scoring parse tree

Transition-based parsers - build parse from sequence of actions

Beam-search framework:

1 high accuracy
2 wider range of features

Data:
English and Chinese PennTreebank
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Introduction

MSTParser and MaltParser

MSTParser

exact inference

constrained features

MaltParser

deterministic

large feature range

Research:

1 defining features for graph-based parsing
2 add search to transition-based parsing
3 combine both to utilize strengths
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Graph-based Parser

Graph-based Parser

- uses same features as MSTParser

- Problem:

- Score of output(linear model):
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Graph-based Parser Perceptron Learning Algorithm

Perceptron Algorithm

train values of the weight vector

Φ(y), Φ(z) - global feature vector

Nora Kumpikova Combining Graph and Transition-based parsers 20. December 6 / 23



Graph-based Parser Beam-search decoder

Summary

1 for each POS-tagged input sentence → loop through partial parse tree

2 works incrementally

3 build parse tree - word by word, adding links inbetween
current/predecessors

4 stores best items for each processing stage

5 after processing - pick best output from storage

6 uses ”early update” strategy

Notes:

- improve learning by avoiding irrelevant information
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Graph-based Parser Features

w - word
t - POS tag
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Transition-based Parser

- uses the transition model of MaltParser

- deterministic - choses transition action for each step

- stack, 4 transition actions: Shift, ArcRight, ArcLeft, Reduce

- builds tree through repeated application of transition actions
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Transition-based Parser Processing

Processing

1 input - processed left to right, word index maintained
2 stack - stores unfinished words
3 Shift - pushes current word to the stack
4 ArcRight - adds a dependency link from the stack top to the current

word
5 ArcLeft action adds a dependency link from the current word to the

stack top
6 Reduce - pops the stack

Notes:

- Shift and ArcRight - push a word on to the stack; read the next input
word
- ArcLeft and Reduce - pop the stack
- ArcLeft and ArcRight - add a link to the output
- Major drawback - error propagation
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Transition-based Parser Features

(ST) - top of stack
(STP) - parent
(STLC) - left most child
(STRC) - right most child
N0 - current word; (N1,N2...) - next words from input
N0LC - left most child of current word

Nora Kumpikova Combining Graph and Transition-based parsers 20. December 11 / 23



Transition-based Parser Features

s - context

T - action

ACTION = Shift, ArcRight, ArcLeft,Reduce
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Transition-based Parser Error reduction

Error reduction:
- keep track of multiple candidate outputs
- avoid making decisions too early

GEN(x) - set of candidates

x - input

F(x) - best output

T’ - one action

act(y) - sequence

sT ′ - context
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Transition-based Parser Beam-search

1 state item - contains a partial parse tree, a stack configuration

2 apply all possible actions to each existing state item

3 generate new items

4 store item with the highest overall score

Final state items: Requirements

- have fully built parse trees
- have only one root word left of the stack
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Transition-based Parser Features

Features
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Combined Parser

Graph/Transition-based parsers

Goal:
Improve parsing accuracy → combination of graph/transition-based parser
Similarities:
- build parse tree incrementally
- keep memory of comparable state items
- rank state items by score
- use the averaged perceptron
- ”early update” training
The parser:

global linear model

union of feature templates

decoder from the transition-based parser
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Combined Parser

Score model

- concatenating feature vectors ΦG(y) and ΦT (y) → global vector ΦC(y)
- concatenating weight vectors ~wG and ~wT → weight vector ~wC

1 linear model

2 trained on perceptron algorithm
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Evaluation

Accuracy:
- precision of lexical heads
- percentage of complete matches
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Evaluation Experiments

Beam size

X-axis: number of training iterations

Y-axis: precision of lexical heads
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Evaluation Experiments

Accuracy comparison

word - precision of lexical head; complete - complete matches

MSTParser 1/2 - first/second order MSTParsers

Graph[M/MA] - graph-based parser

Transition - transition-based parser

Combined[TM/TMA] - combined parser
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Evaluation Experiments

Accuracy:
- percentage of non-root words with assigned correct head
- percentage of correctly identified root words
- percentage of complete matches
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Conclusion

- successfully develop combined parser

- discriminative perceptron training and beam-search decoding

- significantly increased accuracy
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Conclusion
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