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Abstract

This paper describes our participation in the
SemEval-2018 task Multilingual Emoji Pre-
diction. We participated in both English and
Spanish subtasks, experimenting with support
vector machines (SVMs) and recurrent neural
networks. Our SVM classifier obtained the top
rank in both subtasks with macro-averaged F1-
measures of 35.99% for English and 22.36%
for Spanish data sets. Similar to a few earlier
attempts, the results with neural networks were
not on par with linear SVMs.

1 Introduction

Emojis are graphical symbols that represent an
idea or emotion. The use of emojis has become
popular over the last decade, particularly in in-
formal communication in the social media. Their
popularity kindled a recent interest in investigating
many aspects of emojis, including their interaction
with natural language (e.g., Barbieri et al., 2016,
2017; Felbo et al., 2017; Kralj Novak et al., 2015).
Although the emojis are presumably language-
independent, their use typically goes together with
linguistic text. In this context, the SemEval 2018
task 2, Multilingual Emoji Prediction (Barbieri
et al., 2018), aims predicting the emoji from the
surrounding micro-blogging (Twitter) text for En-
glish and Spanish.
The task at hand is to predict a label, an emoji,

from a short text that it accompanies. This is es-
sentially a text/document classification problem,
and shares many aspects of other text classifica-
tion problems such as topic classification, senti-
ment analysis, language identification and author-
ship attribution – just to name a few. Although
each of these problems have some task-specific as-
pects, the same models can be used for all of them.
In this study, we experiment with and compare two
well-known methods: support vector machines

(SVMs) with bag of word/character n-gram fea-
tures and recurrent neural networks (RNNs) with
word and character sequences as input. The meth-
ods and implementations are similar to our earlier
attempts in other text classification tasks (Çöltekin
and Rama, 2016; Rama and Çöltekin, 2017; Çöl-
tekin and Rama, 2017).1 In the remainder of this
paper, we describe our methods and experiments,
present and discuss our results.

2 Experiments and Results

We participated in both subtasks using the same
architectures. However, we trained and tuned
the model parameters on each data set separately.
The training set for the competition consisted of
500 000 tweets for English and 100 000 tweets for
Spanish subtask. The data sets contained most
frequent 20 emojis for English and 19 emojis for
Spanish. Joining late to the party, our training set
consisted of 485 151 English tweets, and 97 765

Spanish tweets, since about 3% of the tweets were
not available by the time we crawled them. As pre-
sented in Figure 1, the label distribution is simi-
lar and quite skewed for both languages. We in-
cluded pre-processing steps of case normalization
and discarding low-frequency features as part of
our hyperparameter optimization. In all our exper-
iments, we use only the data supplied by the orga-
nizers. We did not use any external sources (e.g.,
pre-trained word embeddings), nor did we perform
any further linguistic processing (e.g., POS tag-
ging, or parsing). The test size for English and
Spanish is 50 000 and 10 000 respectively.

2.1 Support Vector Machines

The best results obtained in the shared task are
based on multi-class (one-vs-rest) linear support

1 The source code of our implementation is available at
https://github.com/coltekin/emoji2018.
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Figure 1: Label distribution in both data sets. Ratio of
each label is plotted against its rank. Note that the emo-
jis sharing the same rank are not necessarily identical in
both languages.

vector machines (SVM). We use ‘bag of n-grams’
as features, combining both character n-grams and
word n-grams of different sizes, weighted by sub-
linear TF-IDF scaling applied globally to all n-
grams (character and word n-grams with varying
sizes). Although we also experimented with logis-
tic regression and random forests using the same
feature set, the results were consistently inferior to
the SVMs. Therefore, we will not discuss the re-
sults of logistic regression and random forests. The
models discussed in this section were implemented
with scikit-learn package (Pedregosa et al., 2011)
using liblinear back end (Fan et al., 2008).
We optimized the models for best macro F1-

score on each language data set through a grid
search using 5-fold cross validation. The hyper-
parameters considered during optimization were
maximum character/word n-gram size, case nor-
malization, minimum document frequency thresh-
old for excluding low-frequency features, and
SVM margin (or regularization) parameter ‘C’.
Although there has been other parameter settings
with competitive scores, we used maximum char-
acter n-grams size of 6, maximum word n-gram
size of 4, minimum document frequency threshold
of 2, SVM parameter C of 0.10, and we case nor-
malized only word (not character) n-grams. Our
submitted system achieved 36.55 precision, 36.22
recall and 35.99 F1-score on the English test set,
and 23.49 precision, 22.80 recall and 22.36 F1-
score on the Spanish test set. These figures were
about 1% lower than the figures we obtained in
5-fold cross validation results on the training data.
Figure 2 presents the effects of character and

word n-grams of different sizes. For all results pre-
sented in Figure 2, n-grams from size 1 up to the in-
dicated number are included as features. Although
both combining character and word n-grams, and

0 1 2 3 4

0

1

2

3

4

5

6

7

8

9

21.35

13.49

22.75

23.41 23.59

Word n-grams

C
ha
ra
ct
er

n-
gr
am

s

Spanish

0 1 2 3 4

0

1

2

3

4

5

6

7

8

9

17.65

33.64 35.96

36.55 36.8

Word n-grams

English

Figure 2: The effect of maximum character and word n-
gram size combinations to F1-measure. Darker shades
indicate higher F1-measure.

larger n-gram sizes increase the performance, the
gains from higher n-gram values are rather small.
The effects of other hyperparameters are smaller.
In general, however, excluding features based on
frequency seems to hurt the performance. Case
normalization is useful if applied to word n-grams,
but its effects are often negative if it is applied to
both character and word n-grams. The optimum
regularization parameter ‘C’ is stable over both
languages and different training sizes.

2.2 Recurrent Neural Networks
Gaining popularity relatively recently, neural
models are another common approach to text clas-
sification. Fully-connected networks are compu-
tationally impractical. However, convolutional
networks (CNNs) and recurrent neural networks
(RNNs) offer reasonably efficient computation, as
well as better modeling of sequences. RNNs, par-
ticularly gated RNNs, have been used in many di-
verse natural language processing tasks success-
fully, and text classification is not an exception.
Our neural model includes two bidirectional

RNN components: one taking a sequence of words
as input and another taking a sequence of charac-
ters as input. The recurrent components of the net-
work builds two representations for the text (one
based on characters, the other based on words), the
representations are concatenated and passed to a
fully connected softmax layer that assigns an emoji
to the document based on the RNN representa-
tions. Since the tweets are relatively short, we did
not truncate the input documents. For both char-
acter and word inputs, we used embedding layers
before the RNN layers. All neural network exper-
iments were implemented with Tensorflow (Abadi
et al., 2015) using Keras API (Chollet et al., 2015).



Although the history/context is not a parameter
for recurrent networks, the architecture has many
hyperparameters. We optimized the hyperparame-
ters of the architecture through a random search for
the embedding size of both characters and words,
the hidden representation size of the RNN cells,
the dropout parameter for each component of the
network, frequency threshold for excluding fea-
tures, RNN architecture, GRU (Cho et al., 2014)
or LSTM (Hochreiter and Schmidhuber, 1997),
and case normalization. For the RNN models,
we used a random training–validation split (80%–
20% for Spanish, and 90%–10% for English) dur-
ing hyperparameter tuning. We used early stop-
ping based on macro F1-measure, and picked the
epoch with the best F1-measure for each hyperpa-
rameter setting. Besides these parameters – used
for systematic random search – we also experi-
mented with deeper architectures, both by stack-
ing RNNs and by multiple fully-connected layers.
Deeper networks, however, yielded worse results.
We obtained F1-scores of 33.02% for English

data and 17.98% for the Spanish data on the (ran-
domly split) development set. For both subtasks,
we submitted results with the hyperparameter set-
ting that worked best on the English data set (al-
though it yielded a slightly lower F1-score than
the best one obtained for Spanish). For both lan-
guages, the RNN results submitted used a model
with embedding layers of size 32 (for characters)
and 128 (for words). In the case of bidirectional
GRU networks we used hidden units of sizes 32
and 128 for character and word input, respectively,
minimum frequency threshold of 4 for characters
and 1 for words, dropout parameter of 0.50 at the
embedding layers and 0.10 at the RNN layers, and
no case normalization.

2.3 Effect of training set size
The performance with different training set sizes is
an important consideration in model choice. Fur-
thermore, since the training set sizes for the two
languages in present study are different, it is also
be a plausible explanation for the fact that sub-
stantially lower performance of both models on the
Spanish task. To shed light into these two issues,
we present incremental results on (only) the En-
glish data set. In this experiment, we randomly set
aside 10% of the English training data for testing,
we split the remaining 90% into 10 splits, and train
both systems by starting with one of splits, and in-
crementally adding another one in each iteration.
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Figure 3: Learning curve for the SVM and RNN mod-
els on the English training set. The error bars indicate
maximum and minimum values in 10 trials.

Figure 3 shows the F1-score against training set
size, for both SVM and RNN models.

3 Discussion and conclusions

In this paper, we described our submitted systems
at SemEval-2018 Task 2 on Multilingual Emoji
Prediction. Besides providing details on our sys-
tems, this paper also intends to provide a com-
parison between two text classification methods:
RNNs and linear SVMs. The comparison is mo-
tivated by the fact that, despite their popularity
and argued superiority, we and others found lin-
ear models, particularly SVMs, yield better re-
sults than (deep) neural models in a series of other
text classification tasks (e.g., Çöltekin and Rama,
2016; Rama and Çöltekin, 2017; Çöltekin and
Rama, 2017; Medvedeva et al., 2017).
One plausible explanation is the fact that neu-

ral networks typically require more data to train.
Indeed, the previous shared tasks cited above of-
ten provided modest-size training sets, mainly due
to the cost of labeling. Emoji classification task
has an advantage in this respect as the labeling
is relatively cheap compared to many other text
classification tasks. As a result, at least for En-
glish, the shared task included a rather large train-
ing set. However, our current findings also indi-
cate that the linear SVMs still perform better than
the RNN counterparts. Although the results pre-
sented in Figure 3 indicate that more data is, in-
deed, helpful for RNNs, the performance gap in
favor of SVMs persists. Another interesting (but
expected due to model complexity) observation in
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Figure 4: Confusion matrices for both data sets. The labels are sorted by frequency.

Figure 3 is that the RNNs also exhibit larger vari-
ation, especially with smaller data sizes.
Our findings seem to contradict with the major-

ity of recent NLP literature, where RNNs are of-
ten claimed to be superior to linear models, and
emoji classification is not an exception (e.g., Bar-
bieri et al., 2017). Part of this impression comes
from the fact that, in most studies, the linear base-
lines used in comparison are simple bag-of-words
models. As words in a text are not independent,
simple bag-of-words is deemed to fail. The sim-
ple addition of word n-gram features, however, cir-
cumvents this problem to a large extent, enabling
the linear models to capture some local dependen-
cies. RNNs, however, still have a potential advan-
tage since they can, at least in theory, capture long-
range dependencies as well. However, it seems ei-
ther local dependencies are enough in many text
classification tasks, or the data sets are (still) small
for RNNs to generalize over useful long-range de-
pendencies. Furthermore, character n-gram fea-
tures are also useful, particularly for morphologi-
cally rich languages, as they also capture informa-
tion present in sub-word units. Although including
many overlapping character and word n-gram fea-
tures result in large feature vectors, the sparse im-
plementations of these models are computationally
feasible and easy to tune – often more than corre-
sponding deep neural network models.
A curious finding from our experiments is that

despite the language-agnostic nature of our meth-
ods, both models yielded a rather large perfor-
mance difference (13.63% F1-measure on the test
set) between English and Spanish. The possible
explanation based on training set size is not sup-

ported by the experiments presented in Section 2.3.
Figure 3 shows that, at about the training set size
of Spanish data (100 000 instances), one can ob-
tain about 32% F1-score on the English data set,
which is substantially higher than the best test and
development set results we obtained using the full
training data for Spanish (22.36% and 23.59% re-
spectively). Hence, the difference is likely to be ei-
ther due to differences between the languages, or
due to some inherent confusability of the emojis
in the Spanish data set. The confusion matrices
in Figure 4 indicate higher majority class bias for
Spanish. More experiments are needed for a better
understanding of the differences.

3.1 Future directions

Past research has found that ensemble methods
that combine multiple classifiers yield better per-
formance compared to each individual classifier
(Malmasi and Dras, 2015). Besides the differences
in the learning algorithms, the models we com-
pare in this work exploit rather different types of
information. Hence, a combination of classifiers
may result in better performance. Even though we
did not experiment with ensemble methods in this
work, the number of test instances that were pre-
dicted correctly by one of the models (but not by
both) was 17.28% and 19.95% for English and the
Spanish data respectively, indicating a promising
upper bound for an ensemble approach.
Although we did not use any external resources

in this task, another potential source of improve-
ment is to use external information (e.g., embed-
dings or cluster labels) extracted from large unla-
beled texts.
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