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Abstract

This study investigates a strategy based on predictability of consecutive sub-lexical units in

learning to segment a continuous speech stream into lexical units using computational modeling

and simulations. Lexical segmentation is one of the early challenges during language acquisition,

and it has been studied extensively through psycholinguistic experiments as well as computational

methods. However, despite strong empirical evidence, the explicit use of predictability of basic

sub-lexical units in models of segmentation is underexplored. This paper presents an incremental

computational model of lexical segmentation for exploring the usefulness of predictability for lexi-

cal segmentation. We show that the predictability cue is a strong cue for segmentation. Contrary

to earlier reports in the literature, the strategy yields state-of-the-art segmentation performance

with an incremental computational model that uses only this particular cue in a cognitively plausi-

ble setting. The paper also reports an in-depth analysis of the model, investigating the conditions

affecting the usefulness of the strategy.

Keywords: Language acquisition; Computational modeling; Word segmentation; Predictability

entropy

1. Introduction

Predicting what comes next in time or space is an activity that the human cognitive

system is constantly engaged in. Predicting the environment at multiple perceptual

domains is at the very center of how human cognition works. Predictability plays such a

prevalent role in many aspects of cognition that it is argued that “brains are essentially

prediction machines” (Clark, 2013). Although we still know rather little about the way

our brains work, researchers from different areas of cognitive sciences seem to agree that

our brains are engaged in predicting the environment we live in at multiple levels.1 The

cognitive system does not only make use of successful predictions of the next percept in
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time or space. When predictions fail, it has further consequences on the cognitive system.

We remember and learn most from surprising events.

Not surprisingly, predicting what comes next in the auditory input is also important in

language processing and acquisition. Listeners predict and use what comes next at multi-

ple levels, that is, using different linguistic units, during language comprehension. In this

article, we focus on a particular form of predictability, where learners discover and make

use of the statistical regularities between consecutive basic sub-lexical unit sequences

(such as phonemes or syllables) for determining likely lexical units. Throughout this arti-

cle, the term predictability is used in this restricted sense of predictability or uncertainty

associated with a short sequence of basic units such as phonemes or syllables.

Segmenting continuous speech into lexical units is one of the early tasks an infant needs

to tackle during language acquisition. The segmentation problem is more difficult than

may be appreciated at first sight. Children need to find words in a continuous stream of

speech, with no knowledge of words to start with. Fortunately, studies in psycholinguistics

suggest that children are not helpless in this task. They are sensitive to, and make use of,

some properties of naturally occurring speech very early in the acquisition process, which

leads to relatively simple computational strategies for segmenting input utterances. Chil-

dren are known to attend to a number of cues in the speech stream that are useful for dis-

covering lexical units. These cues include, but are not limited to, predictability statistics
(Saffran, Aslin, & Newport, 1996), lexical stress (Cutler & Butterfield, 1992; Jusczyk,

Houston, & Newsome, 1999), phonotactics (Jusczyk, Cutler, & Redanz, 1993), allophonic
differences (Jusczyk, Hohne, & Bauman, 1999), vowel harmony (van Kampen, Parmaksız,

van de Vijver, & H€ohle, 2008; Suomi, McQueen, & Cutler, 1997), and coarticulation
(Johnson & Jusczyk, 2001). Furthermore, as the learner’s (implicit) knowledge about the

target language grows, extracting words from the input stream is aided by the learner’s lex-

icon and, in general, her or his knowledge of the language.

While a large number of experimental studies, including the ones cited above, have

shown that a certain cue or strategy is used during language acquisition, the stimuli used

in these experimental studies are necessarily simplified. As a result, it is difficult to assess

the extent to which the same strategy is useful under more realistic input distributions.

Computational models and simulations offer useful ways to investigate viability of a par-

ticular cue or strategy and provide further insights by creating an explicitly specified

model of the (partial) task the human learner has to perform. There have been an increas-

ing number of models of segmentation, particularly within the last two decades (e.g.,

Aslin, 1993; Brent, 1999; Brent & Cartwright, 1996; Cairns, Shillcock, Chater, & Levy,

1994; Christiansen, Allen, & Seidenberg, 1998; Elman, 1990; Fleck, 2008; Goldwater,

Griffiths, & Johnson, 2009; Johnson & Goldwater, 2009; Monaghan & Christiansen,

2010; Venkataraman, 2001; Xanthos, 2004).

One of the well-attested cues from the psycholinguistic experiments is the predictabil-

ity or surprise associated with sequences of syllables (Saffran, Aslin, & Newport, 1996).

However, computational models of segmentation that investigate the human performance

in these experiments are rather scarce. Furthermore, the models that rely on predictability

are often reported to have substantially worse performance results compared to the
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models that use other cues or strategies. However, some recent studies have shown that

the models based on predictability alone can yield results competitive with the other mod-

els in the literature (Cohen, Adams, & Heeringa, 2007; C�€oltekin, 2011; C�€oltekin & Ner-

bonne, 2014, as well as the supervised model by Jarosz & Johnson, 2013). However,

there appears to be a common impression (e.g., Gambell & Yang, 2006; Lignos, 2012;

Pearl, Goldwater, & Steyvers, 2010) in the field that the predictability-based models do

not perform as well as other models.

In this article, we argue that a model relying solely on predictability of consecutive basic

units does not only perform similar to the state-of-the-art computational models, but it also

does so under a strictly unsupervised and online learning regime. In addition, we present

further experiments with the model, investigating some properties of the input and the rep-

resentations that may affect the effectiveness of a predictability-based segmentation strat-

egy. Although the primary contribution of this article, usefulness of predictability cue, fits

into the computational level of Marr’s (1982) influential classification, the modeling prac-

tice we follow here lends itself to studies seeking explanations at algorithmic level as well.

The remainder of this paper is organized as follows: the next section discusses the pre-

dictability in the context of lexical segmentation and clarifies the notion of predictability that

we are concerned with in this study. Section 2 describes the model, and Section 3 presents

the experiments and the results obtained with the model (results from additional experiments

are presented in Appendix A and Appendix B). In Section 4, we provide a general discussion

of the results. Section 5 points to some future directions after concluding remarks.

1.1. Predictability and segmentation

The aim of the present study is to provide an in-depth investigation of a single cue or

strategy based on predictability of consecutive basic units. The aim here is not to develop

a complete model of early lexical segmentation. We acknowledge that predictability is

not the only source of information used by adults and children during lexical segmenta-

tion, but it is a particularly interesting one that warrants deeper investigation.

An important aspect of the predictability cue is that it does not require any language

or domain-specific information to start with. Children do not even need to look for

boundaries; the brain’s habit of learning patterns that occur in the perceived environment

and predicting the next input based on the known patterns is enough for a good starting

point. In other words, predictability is not only useful when the learner does not know

any words in the target language; it is also useful when the learner does not even assume

that the input is formed by concatenation of lexical units.2 On the other hand, most other

cues that are useful in the lexical segmentation task are language specific and can be use-

ful only after the learner has a lexicon populated with some of the words of the target

language. For example, lexical stress, a well-attested cue for languages with a regular

stress pattern such as English, can be learned only after one has a large enough lexicon

from which a common stress pattern can be discovered.

Children’s use of statistical cues that are useful for segmentation is demonstrated in an

experimental study by Saffran, Aslin, & Newport (1996). This highly influential study
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showed that predictability of consecutive syllables is used by 8-month-old infants to learn

word-like units in the input stream. Saffran, Aslin, & Newport (1996) familiarized infants

with stimuli constructed from three-syllabic artificial words. In the stimuli used during the

familiarization phase, the transition of syllables within the words was deterministic, while

the transition probability between the words was lower (1/3). Crucially, the stimuli did not

contain any other cues to artificial word boundaries. After 2 min of familiarization, infants

were able to distinguish a novel sequence constructed from the artificial words in the famil-

iarization phase from another sequence formed by part-words with the same frequency of

occurrence of the syllables as in the training stimuli. The computational principle that

explains this behavior is simple: Posit a boundary where it is difficult to predict the next syl-

lable. A large number of experimental studies have confirmed that the same principle is used

by adults and children for learning various aspects of language (e.g., Aslin, Saffran, & New-

port, 1998; Graf Estes, Evans, Alibali, & Saffran, 2007; Newport & Aslin, 2004; Perruchet

& Desaulty, 2008; Thiessen & Saffran, 2003; Thompson & Newport, 2007).

Being one of the first studies that (re)introduced usefulness of statistical learning in the

study of language acquisition, the results from Saffran, Aslin, & Newport (1996) and sub-

sequent studies investigating the same strategy are typically interpreted as the evidence of

use of statistics by infants in the segmentation task. The prediction aspect of these find-

ings is generally under-articulated.

In this paper, our main focus is the type of predictions that can explain the perfor-

mance of the infants in the study by Saffran, Aslin, & Newport (1996). By using compu-

tational simulations on child-directed speech corpora (as many other computational

studies do), we explore the usefulness of this strategy using input collected outside a lab-

oratory setting. Compared to the stimuli used in artificial language experiments, the

child-directed speech corpus used in this study has a larger variety of basic units (pho-

nemes or syllables) and a larger number of lexical units. Furthermore, the co-occurrences

of basic units are not controlled artificially. Only restrictions on the co-occurrence proba-

bilities come from the naturally occurring speech directed to children.

The use of this form of predictability by adults and children is shown repeatedly, and its

use in segmentation is detectable in the laboratory as early as 6–7 months of age (Thiessen

& Saffran, 2003). Many studies, however, showed that when pitted against more pre-

cise language-specific cues at later periods of development, children rely on the language-

specific cues, for example, lexical stress in English, rather than predictability (Thiessen &

Saffran, 2007). As a result, predictability is often suggested as a cue that bootstraps the

others (e.g., Swingley, 2005; Thiessen & Saffran, 2007). The present study shares this

viewpoint: Predictability is particularly important during early stages of learning as a

method to bootstrap the language-specific cues (potentially together with other language-

general cues like utterance boundaries and isolated words). We also note that even though

the weight assigned to predictability may diminish as the learner masters more precise

cues, the strategy seems to prevail throughout life, and it is called for duty even by adults

when other cues are not reliable or available (Saffran, Newport, & Aslin, 1996).

Various forms of predictability have been used in earlier segmentation models. How-

ever, the notions of predictability explored or exploited in these studies have some
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important differences from the form of predictions that we concentrate on here. One such

strategy is based on predicting the boundaries, for example, utterance or phrase bound-

aries that are clearly marked in the input stream, and positing lexical unit boundaries

where the probability of an utterance boundary is high. This strategy has been used in a

number of computational models (notably, Aslin, Woodward, LaMendola, & Bever,

1996; Christiansen et al., 1998; Daland & Pierrehumbert, 2011; Fleck, 2008; Ma,

C�€oltekin, & Hinrichs, 2016), and it has been found to be successful in the segmentation

task. However, this strategy cannot have been used by the participants in the study by

Saffran, Aslin, & Newport (1996), where the infants listened to a continuous 2-min

stream without any utterance or phrase boundaries. Furthermore, the strategy cannot be

used without an expectation for boundaries, and a heuristic that relates phrase or utter-

ance boundaries to the lexical unit boundaries.

Another use of predictability can be found in many state-of-the-art models that learn a

lexicon (as opposed to the models guessing boundaries). The models that incorporate

word-context information (Goldwater et al., 2009, and many other studies following the

same strategy) predict the words based on a limited window of neighboring words. This

form of predictions, which is shown to improve segmentation performance, is also differ-

ent from what we investigate here.

The notion of predictability we investigate here is most similar to some of the early

neural network models that are trained by predicting the next input. In these models, a

boundary is posited when it is difficult to predict the next input (Cairns et al., 1994;

Elman, 1990). Unlike the neural network models, however, our model lends itself to

easier analysis and interpretation, and as we demonstrate in Section 3, it also performs

closer to the current state-of-the-art models.

The strategy we use can simply be summarized as “predictability within the lexical

units is high, predictability between the lexical units is low.” The early uses of the strat-

egy date back to Harris (1955), where Harris proposes a measure called the successor
variety (SV) for determining the morpheme boundaries. The SV is simply the number of

possible phonemes that can follow a given phoneme sequence. If the number of possible

phonemes, the SV, is high after a given sequence, it is difficult to guess the next pho-

neme, and hence, the high SV is an indication of a lexical boundary.

The method suggested by Harris (1955) was operationalized in early natural language

processing literature (Hafer & Weiss, 1974). However, it has not been used in modeling

human language acquisition (see C�€oltekin, 2010, for a summary and for some improve-

ments to the original defintion). In recent literature, Brent (1999) compares his target

model with two simple (baseline) models that use transitional probabilities (TP, as

defined by Saffran, Aslin, & Newport, 1996) and pointwise mutual information (MI, an

information theoretic measure of association). Although he notes that the single-phoneme

context used in the study does not necessarily exploit the full utility of the strategy, Brent

(1999, or any later study) did not investigate the method at any detail. Swingley (2005),

in his investigation of how a language-specific segmentation strategy (the use of lexical

stress pattern) may emerge, suggests a segmentation strategy based on pointwise mutual

information between consecutive syllables. Gambell and Yang (2006) also use a simple
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model based on predictability to compare with the model they propose. The segmentation

performances reported by all three papers are rather low in comparison to other segmen-

tation models in the literature. Although not targeted directly for modeling human lan-

guage acquisition, in another related study, Cohen et al. (2007) present a segmentation

model based on entropy (an information theoretic measure of unpredictability or surprise)

with promising segmentation performance.3

In the remainder of this paper, we present an in-depth analysis of a strategy for speech

segmentation that depends only on predictability through computational simulations using

real-world child-directed speech data.

2. The model

In modeling most cognitive phenomena, we know rather little about the target system,

the human cognition. Learning segmentation is not an exception. Although we have

learned a lot about how adults and infants segment continuous speech into lexical units

within the last few decades, our knowledge is still limited. As a result, our modeling

efforts are not yet suitable for making precise predictions that are useful or applicable

(e.g., as in models of atmosphere used in meteorology), but they are useful for under-

standing the cognitive phenomenon in question better. The model we present in this sec-

tion is intended for investigating the utility of predictability statistics in learning

segmentation, aiming for the second, more modest, objective.

Similar to all segmentation models that do not make use of lexical knowledge as in

the models of (adult) word recognition (see Dahan & Magnuson, 2006; Davis, 2006, for

comprehensive reviews), the model defined in this section lends itself best in investigat-

ing early language acquisition.4 However, we assume that the predictability cue remains

in effect throughout one’s lifetime, even though it may not be detectable in the presence

of stronger cues. Furthermore, we also assume that the switch from relying on pre-

dictability to stronger language-specific cues is not instantaneous. Hence, the predictabil-

ity cue interacts with other cues heavily during these early stages of the development.

Although these assumptions affect our discussion of predictability cue later in this paper,

our focus in this work is to only model the contribution of the predictability cue. In this

section, we define the model in detail after a brief non-formal introduction.

2.1. An overview of the model

One of the crucial differences between the current model and the earlier models

that rely on predictability is the use of basic units of varying size. Earlier models typ-

ically track and use statistics on a single basic unit (i.e., phoneme or syllable). In this

work, we combine information from multiple overlapping sequences of basic units

(one to four phonemes for the main experiments) for boundary decisions. For exam-

ple, in the utterance /IzD&t6kIti/ “Is that a kitty?,” while deciding whether there is a

boundary after the first /t/, we make use of uncertainty or predictability after /zD&t/,
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/D&t/, /&t/ as well as /t/ itself. The way the model combines these multiple sources

of information is defined in Section 2.4.

As the example above indicates, the model assumes that the learner can make distinc-

tions of segment- or phoneme-size units.5 Since the model tracks statistics of combina-

tions of consecutive basic units, however, this allows the model to also discover

generalizations that are possible by making use of larger units, for example, syllables.

In a nutshell, the model quantifies the predictability or uncertainty using entropy and

reverse entropy (Section 2.2) associated with sequences of one to four phonemes (see

Section 2.4 for a discussion of choice of context length, and Appendix A for experiments

varying context size) uses the local increase of uncertainty before a candidate boundary

position and local decrease of uncertainty after a candidate boundary position as boundary

indications (Section 2.3), and it combines the indicators using a weighted majority voting

scheme (Section 2.4) for the final boundary decision. The model works in an online fash-

ion, evaluating each boundary candidate from left to right and making an irreversible

boundary decision based on the statistics collected from the input seen so far. The model

parameters (statistics on phoneme n-gram sequences and weights of the indicators) are

updated after each utterance is segmented.

2.2. Quantifying predictability

The notion of predictability has to be quantified before it can be studied through a

computational model. There are a relatively large number of ways to quantify predictabil-

ity (or surprise). In Section 1.1, we have already noted four different ways to measure

predictability used in the earlier studies. These measures are successor variety (SV), tran-
sition probability (TP), entropy (H), and pointwise mutual information (MI). Although

these measures are related, they are not identical. Also, it has been demonstrated that they

even complement each other to some extent in finding lexical unit boundaries (C�€oltekin,
2011). Noting that slightly better results can be obtained by combining multiple measures

of predictability, we report results from simulations using only entropy for the sake of

simplicity. Formal definitions of the other three measures alongside a comparison of their

performances are provided in Appendix B.

Entropy is the information theoretic measure of unpredictability. In this study, we use

a particular form of entropy that we call boundary entropy.6 It is defined as

HðlÞ ¼ �
X
r2A

PðrjlÞ log2ðPðrjlÞÞ ð1Þ

where l is a sequence of phonemes to the left of the candidate boundary position, and r
ranges over the members of the alphabet A which contains all observed phonemes. The

conditional probabilities P(r|l) are the empirical probabilities in the input seen so far.

The choice of entropy in this study is mainly motivated by the fact that it is a mathe-

matically sound measure of uncertainty (MacKay, 2003). It is also compatible with the

experimental evidence so far. Although most experimental studies (e.g., Saffran, Aslin, &
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Newport., 1996) typically control and contrast the differences of TP within and between

the words, the resulting stimuli has low (or in case of Saffran, Aslin, & Newport, 1996,

no) entropy within the lexical units, but higher entropy between the lexical units. A lear-

ner relying on entropy for measuring unpredictability is expected to find boundaries after

the lexical units in stimuli used in the experimental studies so far.

The entropy measure defined in Eq. 1 is related to transitional probability (TP) and

pointwise mutual information (MI) used often in earlier studies. The main difference is

that TP and MI are statements about events, while entropy (and SV) are statements about

probability distributions. Appendix B provides comparisons between these alternative

measures of predictability or surprise.

It is also worth noting that entropy is only based on expectation. That is, unlike TP

and MI, it only depends on the sequence observed before the candidate boundary loca-

tion. A learner acting based only on entropy places a boundary to the right of a single
input sequence with high entropy, not between two sequences with low conditional proba-

bility (TP) or weak association (MI). In a way, entropy is compatible with a fully predic-

tive mode of operation. This is not to claim that humans do not make use of the units or

information that come after the candidate boundary location. In fact, we are about to

define the reverse version of the boundary entropy which does exactly that. However, it

is interesting to disentangle these two sources and to investigate their limits and relative

contributions to segmentation.

Although predicting past events based on the current state may seem odd for a truly

online and predictive system, we also incorporate the reverse version of the entropy

defined above. The definition of reverse boundary entropy, Hr, can be obtained by simply

reversing l and r in Eq. 1 above. The justification of using reverse predictability measures

for segmentation comes from two sources. First, intuitively, it seems that what we hear at

a particular moment changes our interpretation of past input, especially if the previous

interpretation is uncertain in some way. At higher levels of linguistic processing, for

example, it is not unusual that when reading some text or listening to someone, things we

read or heard start making sense only after we hear or read more. The second, more con-

crete evidence is from developmental psycholinguistics. Pelucchi, Hay, and Saffran

(2009) showed that 8-month-old infants (the same age as the infants in Saffran, Aslin, &

Newport’s 1996 study) were able to track statistical regularities that are only possible to

detect if the subjects were sensitive to some reverse predictability measure between the

successive syllables. The additional information the model gains from the reverse entropy

also captures (in some way) the effect of the association between units before and after

the boundary candidate as TP and MI also do. The individual contributions of forward

and reverse entropy to the segmentation performance are presented in Section 3.6.

2.3. From predictability measures to boundary indicators

As stated in Section 2.2, uncertainty of what comes next after a sequence of phonemes,

measured by high entropy, is an indication of a boundary after the sequence. The higher the

entropy, the more likely it is that there is a lexical boundary after the sequence.
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However, there is no natural cutoff value after which we should posit a lexical bound-

ary. The optimal cutoff value depends on many factors, including the input language, the

size of the input, and the choice of the context size. An easy way to determine a thresh-

old would be estimating this from a corpus where the boundaries are already known.

However, we cannot assume that the early language learners know the word boundaries.

Hence, tuning a threshold value this way is not tenable for a model of early language

acquisition. Another option is to find a natural threshold value, for example, assuming an

entropy value over the mean of all entropy values indicates a boundary (a version of this

idea is used by Cohen et al., 2007). Although this approach does not require direct super-

vision, it still requires computing the mean entropy or pointwise mutual information val-

ues in advance. Furthermore, intuitively, a level of uncertainty or surprisal just above the

mean does not necessarily indicate a boundary. Even if we assume that the average val-

ues can be obtained from earlier exposure to the language, the decision of threshold

would still not be solved. For example, a conservative learner, as children are generally

assumed to be, would be expected to set a threshold higher than the mean entropy value.

In this study, we use a method similar to a number of earlier studies where peaks in

uncertainty are considered indications for lexical unit boundaries (e.g., Hafer & Weiss,

1974). A peak is a location in the input where the entropy is higher than the entropy at

the previous and the next locations. A particular shortcoming of this strategy is that, since

there cannot be two peaks in a row, it can never find single-unit lexical items. This prob-

lem has also been noted by Gambell and Yang (2006), who used a similar strategy as an

adversary to the heuristic segmentation strategy they propose. They use the local minima,

or “valleys,” between consecutive TP values calculated on syllables as (hard) indicators

of boundaries. As a result, their model can only find lexical units of two syllables or

longer. Since their TP model tracks statistics between syllables, and the majority of words

in their corpus are monosyllabic, the problem is particularly severe in their case. How-

ever, they do not offer any solution.

Although the “peak-based” segmentation is attractive because it does not require any

threshold-tuning implausible for a model of human segmentation, the exact peak method

does not have any psycholinguistic grounding. The intuition is that uncertainty or surprise

is higher at the boundaries in comparison to the word-internal locations. In this study,

instead of looking for prefect peaks of uncertainty, measured by H, we take an increase

in H before the candidate boundary and a decrease in H after the candidate boundary as

two separate indications.

Fig. 1 demonstrates the changes in H values in the example utterance “Is that a kitty?”

Note that since we are taking both “increase before” and “decrease after” a candidate

boundary location as separate indicators, there are two indicators for every potential

boundary location (excluding the utterance boundaries). In the first boundary candidate in

Fig. 1 (after /I/), none of the two indicators indicate a boundary: The entropy decreases

before, and increases after this position. After /Iz/, on the other hand, both indicate a

boundary: Entropy increases before, and decreases after this position. The indicators are

not always correct, nor do they agree all the time. For example, after the penultimate

phoneme /t/, both indicators agree for a boundary, where there is none according to our
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reference segmentation. Here, both indicators are wrong in suggesting a boundary. As

expected, both boundaries of the single-phoneme lexical unit /6/ cannot be identified by

proper peaks. Although the boundary to the right of /6/ is identified by a peak, the bound-

ary to the left of /6/ is not marked by a peak. The uncertainty increases before the left

boundary of /6/, but there is no proper peak here since it continues to increase afterwards.

Hence, with the single measure plotted in Fig. 1, the boundary decision is inconclusive

here. Fig. 1 demonstrates only two indicators from a single measure (H) using a single

context size. Besides the use of both H and Hr, the varied context size leads to a large

number of indicators for each boundary candidate. We will next discuss combining the

decision of these multiple indicators to obtain better results.

2.4. Combining multiple indicators and learning from the input

With multiple measures of predictability and multiple context sizes, the steps described

earlier in this section result in a potentially large set of boundary indicators. The model’s

final decision is based on a variation of the weighted majority voting algorithm (Little-

stone & Warmuth, 1994). The weighted majority voting algorithm calculates a weighted

sum of each indicator. If the weighted sum exceeds half the number of indicators, it pro-

poses a boundary. More precisely, we calculate the sum

XK
i

wi1i

where wi is the weight of the ith indicator, 1i is the corresponding indicator function

yielding 1 if the indicator posits a boundary and 0 otherwise. The index i ranges over all
K indicators. If the sum above is larger than K/2, the combined decision is in favor of a

boundary, otherwise for a word-internal position. Ties are broken randomly.

The success of the boundary decisions depends on two factors: the precision of the

individual boundary indicators and the weights assigned to each indicator during the

majority voting (Boland, 1989). The model presented here improves both the quality of

individual indicators and the combination of their decision by learning from the input in

an incremental manner.

Fig. 1. The entropy values for all potential boundary locations in the example utterance /IzD&t6kIti/ “Is that

a kitty?” The values are calculated using statistics over a phoneme-bigram left context on a child-directed

speech corpus. Dashed vertical lines mark the boundaries in the gold-standard segmentation.
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As well as its inherent usefulness for the task, an individual indicator’s precision

depends on the relevant phoneme n-gram statistics collected from the earlier input.

The learner simply counts the number of phoneme n-grams (up to 4-grams in this

study) in the input as it processes each utterance. Hence, as the learning progresses,

the learner obtains a better estimate of n-gram frequencies in the input language, the

entropy values become more representative, and the model achieves a better segmenta-

tion performance.

The learner also adjusts the weights wi after every boundary decision. The weight

adjustment is a common practice in computational systems that employ weighted

majority voting. Typically, weights of all voters are set to one at the beginning, and

the weight of an indicator is updated based on the number of errors made by the

voter. In the case of supervised learning, one can count errors directly by comparing

the indicator’s decision to the expected outcome. In our case, on the other hand, the

model does not know the correct decision. Instead, we adopt a mechanism where

weighted majority vote is considered the correct decision. More precisely, the number

of errors (disagreements with the weighted majority vote) made by each indicator is

counted after every boundary decision. Then, the weight wi of the indicator i after the

Nth boundary decision is calculated as

wi  2 0:5� ei
N

� �

where ei is the number of times the indicator i disagreed with the weighted majority vote

within the N decisions made by the learner so far.

This update rule sets the weight of an indicator that is half the time wrong (a

voter that votes randomly) to zero, eliminating the incompetent voters. If the votes of

a voter are in accordance with the rest of the voters almost all the time, the weight

stays close to one.

3. Simulations and results

This section presents the results of simulations conducted, using the model described

in Section 2. The experiments are conducted using child-directed input utterances from

the CHILDES database (MacWhinney & Snow, 1985). The software used for running the

simulations and the processed version of the child-directed corpora used in this study are

available at http://dx.doi.org/10.5281/zenodo.14537. In the experiments reported below,

we have used a combination of indicators, using boundary entropy (H) and reverse

boundary entropy (Hr). The context sizes (l or r) are varied between one and four pho-

nemes, resulting in a set of 16 voters at every possible boundary location. We test the

system on phonemically transcribed child-directed speech corpora and present the results

in this section. Before presenting the results, we briefly introduce the data and the evalua-

tion metrics we use.
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3.1. Data

The results presented in the rest of this section are based on two child-directed speech

corpora. First, to allow comparison with the earlier studies, we use a well-known corpus

of English child-directed speech. This corpus was collected by Bernstein Ratner (1987)

and processed by Brent and Cartwright (1996). It has become the de facto standard for

evaluating segmentation models. Following the convention in the literature the corpus

will be called the BR corpus. The original corpus is a part of the CHILDES database.

The original orthographic transcription of the corpus was converted to a phonemic

transcription by Brent and Cartwright (1996). All words are transcribed the same at every

occurrence, and onomatopoeia and interjections are removed. The BR corpus consists of

95,809 phonemes, 33,387 words, and 9,790 utterances. A complete description of the cor-

pus can be found in Brent (1999).

The BR corpus has been used by many other computational studies of segmentation.

The corpus is also distributed with the implementation of the models presented by

Venkataraman (2001) and Goldwater et al. (2009). The copies of the corpus in these

sources are identical, and the same copy was used in this study, except 12 boundary mis-

matches between segmentation of two words in the text version and phonemic transcrip-

tions were corrected. The phonemic transcriptions of 10 instances of the word /ebisi/

“ABC” and two instances of the word /Enim%/ “anymore” have been modified to match

the text version. In all cases, this resulted in removing boundaries in the instances of /e

bi si/ and /Eni m%/.

Second, to verify the results on a larger, more diverse dataset, we also report results

using a corpus obtained by combining child-directed utterances from all American Eng-

lish transcripts in the CHILDES database as of April 2011. To limit the age range to a

similar range with the BR corpus, only the recording sessions where target children were

younger than 1 year were used. The resulting corpus was a partial combination of the fol-

lowing sections of the CHILDES: Brent (Brent & Siskind, 2001), Higginson (Higginson,

1985), Providence (Demuth, Culbertson, & Alter, 2006), Rollins (Rollins, Pan, Conti-

Ramsden, & Snow, 1994; the section of the corpora for normally developing children),

and Sodesrstrom (Soderstrom, Blossom, Foygel, & Morgan, 2008). All child-directed

utterances in these sessions are processed and converted to phonemic transcriptions fol-

lowing Brent (1999). The resulting corpus contains 53,770 child-directed utterances for

24 different children recorded in 171 sessions. The ages of children were between 0;6

and 0;11.29 (M = 9;11, SD = 48 days). The order of the utterances in each session was

kept intact, and the sessions were combined according to the age of the child from

younger to older.

3.2. Evaluation metrics

Ideally, we want to evaluate the models of language acquisition, and the models of

cognition in general, not based on how well they perform, but how well they match the

humans performing the same task, for example, including the age-appropriate “mistakes”
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in the period of development modeled. The lack of knowledge and appropriate corpora,

however, limits our evaluation methods. The issues of evaluation have been discussed in

the field, and evaluation methods that solve some of the issues are suggested in the recent

literature (Phillips & Pearl, 2015). We report well-established evaluation measures that

compare the model’s output to the gold standard segmentations (corresponding to typical

adult segmentation) in a well-known corpus of child-directed speech. This also allows

easy comparison of the results with the results reported in earlier literature.

Two quantitative measures, precision and recall, originate in the information retrieval

literature and have become the standard measures of evaluation of computational simula-

tions. Precision (P) is defined as follows:

P ¼ TP

TPþ FP

where TP is the number of true positives (items identified correctly by the model) and FP

is the number of false positives (items identified by the model that are wrong according

to the gold standard). Precision can be seen as a measure of exactness, and it is some-

times called accuracy in the cognitive science literature.7

Recall (R) is a measure of completeness, and sometimes called so in cognitive science

literature. Recall is defined as follows:

R ¼ TP

TPþ FN

where FN denotes false negatives (the number of items missed by the model).

High precision is possible at the expense of recall, when the model is not able to find

many relevant items. Similarly, high recall is possible at the expense of precision, when

the model finds many incorrect items along with the relevant ones. To have a balanced

single indication, a derived measure, F1-score, is used, which is the harmonic mean of

precision and recall.8

F1-score ¼ 2� P� R

Pþ R

As in recent studies of computational segmentation, we report three different types of

precision and recall values.

• Boundary precision (BP) and boundary recall (BR) calculations use TP, FP, and

FN values calculated for the boundaries. Here, TP is the number of correctly identi-

fied boundaries, FP is the number of boundaries suggested by the model in word-

internal positions (according to the gold standard), and FN is the number of bound-

aries the model fails to identify. Since utterance boundaries are clearly marked in

the input, they are not included in the calculation of the boundary scores. The

F-measure calculated using BP and BR will be denoted BF.
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• Token, or word, precision (WP) and word recall (WR) scores require both bound-

aries of a word to be found to be counted as a TP. Hence, discovering only one of

the boundaries of a word does not indicate success for these measures. The token

scores are naturally lower than the boundary scores. The F-measure calculated from

WP and WR will be denoted WF.

• Type, or lexicon, precision (LP), lexicon recall (LR), and lexicon F-measure (LF)

are similar to token scores; however, the comparisons are done over the word types

(unique words) the model proposes and word types in the gold standard. These

scores are typically lower than the word scores. If a model does a good job only at

segmenting high-frequency words (e.g., function words), the lexical scores are

lower than the word scores, but if the model is good at segmenting low-frequency

words as well, the lexical scores would be closer to the word scores. In case the

model is particularly bad at segmenting high-frequency words, but good at seg-

menting low-frequency words, the lexical scores can be higher than the word

scores.

Precision, recall and F-measure are the standard measures that are well understood and

widely used in the literature. However, it is often insightful to study where a system fails.

For this reason, we describe two error measures relevant to segmentation, and, when pos-

sible, report these measures alongside the precision, recall and F-measure.

A segmentation error can be due to one of two reasons. First, the model may fail to

detect a boundary, causing undersegmentation. Second, the model may insert a boundary

where there is none, causing oversegmentation. The simple counts of oversegmentation

and undersegmentation errors change depending on the size of the corpus. Hence, they

are not comparable across the simulations run on different corpora. Furthermore, in a typ-

ical corpus, there are more word-internal positions than boundaries. As a result, there are

more chances of making an oversegmentation error compared to an undersegmentation

error. To normalize for the size of the input and differences in the ratio of boundaries,

we use the following error measures for oversegmentation (Eo) and undersegmentation

(Eu), respectively:

Eo ¼ FP

FPþ TN

Eu ¼ FN

FNþ TP

where, as before, TP, FP, and FN are the same quantities used for calculating BP and

BR, and TN indicates true negatives (the number of correctly predicted word-internal

positions).

In plain words, Eo is the ratio of the false boundaries inserted by the model divided by

the total number of word internal positions in the corpus. Similarly, Eu is the ratio of

boundaries missed to the total number of boundaries.
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The two error measures described above are related to precision and recall. The rela-

tionship is straightforward between the Eu and boundary recall (Eu = 1 � BR). As Eu is

related to BR, the Eo is related to BP. In general, high Eo leads to low precision. How-

ever, the relationship between Eo and BP is not straightforward. While BP quantifies the

ratio of correct boundary choices made among the model’s choices, Eo quantifies the ratio

of the wrong boundary decisions to the number of potential mistakes that can be made

based on the gold standard segmentation. Hence, the error measures provide a direct indi-

cation of the room left for improvement.

All segmentation models we are interested in use unsupervised learning methods in the

sense that the algorithms do not have access to information regarding real boundary loca-

tions. As a result, it is common practice to present the results on a single dataset without

training–test data separation. Although it is fair not to split the input of an unsupervised

learner into training and test sets, having the systems tested on the entire input results in

an unfair comparison between batch and incremental learners (see next subsection for

more detail). Hence, we also provide an incremental evaluation of the model to present

the model’s performance at the end of the learning as well as the learning progress over

time.

3.3. Segmentation performance of the predictability model

Our aim in this study is not to achieve the best segmentation performance. We know

that children are sensitive to and make use of other cues. Hence, a model relying on the

predictability cue alone is necessarily impoverished. However, since predictability is a

well-attested cognitive mechanism, and a good candidate for bootstrapping other cues, it

is instructive to see the segmentation performance one can get from the predictability cue

alone.

Table 1 presents the evaluation metrics for our predictability model along with a ran-

dom baseline model and a selection of state-of-the art models from the literature which

are evaluated on the same corpus. Note that the random segmentation used here follows

the common, slightly informed, random baseline used often in the segmentation literature

(since Brent & Cartwright, 1996). It inserts boundaries randomly; however, the number

of boundaries inserted is the same as the number of boundaries in the gold-standard

segmentation.

The results in Table 1 show that the predictability model as defined here performs

similar to the other models in the literature with respect to boundary and word (token)

F-measure. However, although it performs clearly above the random baseline, it shows a

rather low lexical (type) F-measure compared to other models. In all measures, the model

has higher recall, but lower precision. This behavior is also reflected by the under- and

oversegmentation errors, which are 10.60% and 7.60%, respectively.

The low lexicon performance is expected, as the model has no notion of lexical items.

However, it also is related to the fact that the model is incremental. The performance

scores are adversely affected by the initial mistakes made before the model was able to

learn from the data. Hence, using performance scores calculated over all decisions during
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a simulation leads to an unfair advantage in favor of the batch models. The segmentation

decisions of an incremental model include early, “naive,” state of the learner, while all

decisions of a batch model only reflect the final, “learned,” state of the learner.

To demonstrate the performance with increasing input, we present the performance

and error scores of the predictability model as a function of amount of input utterances in

Fig. 2. As expected, during the initial stages of the learning, the model makes more mis-

takes. Particularly, the amount of undersegmentation errors is very high because of the

Table 1

Performance scores for our predictability model in comparison to other models in the literature (see discus-

sion in the main text for caution needed for comparing these numbers directly).

Model

Boundary Word Lexicon

P R F P R F P R F

Brent (1999) 80.3 84.3 82.3 67.0 69.4 68.2 53.6 51.3 52.4

Venkataraman (2001) 81.7 82.5 82.1 68.1 68.6 68.3 54.5 57.0 55.7

Goldwater et al. (2009) 90.3 80.8 85.2 75.2 69.6 72.3 63.5 55.2 59.1

Blanchard et al. (2010) 81.4 82.5 81.9 65.8 66.4 66.1 57.2 55.4 56.3

Predictability 81.6 89.4 85.4 70.6 75.3 72.9 37.4 65.0 47.5

Random 27.9 27.5 27.7 12.9 12.8 12.8 6.1 44.8 10.8

The evaluation metrics, precision (P), recall (R), and F-measure (F), are defined in Section 3.2. The perfor-

mance scores for the other models are listed as reported in the related publications. If there were multiple

models reported in a study, the model with the highest lexicon F-measure is presented. All scores are

obtained on the BR corpus. The scores are presented as percentages.

Fig. 2. The performance and error scores calculated progressively for every 10 input utterances on the BR

corpus. The curves are obtained fitting a locally weighted regression model using loess function in R statisti-

cal computing environment (R; R Core Team, 2014). The shaded areas represent �1 SE around the curves.

The thin horizontal lines represent oversegmentation and undersegmentation errors calculated over the com-

plete corpus.
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fact that the learner did not yet collect enough information to posit any boundaries. With

increasing input, the under-segmentation errors are reduced drastically. The oversegmen-

tation errors, on the other hand, are relatively stable except for a slow increase at the

beginning.

Since undersegmentation does not increase while oversegmentation decreases, F-mea-

sures also improve substantially if measured later in the learning process. For the last 790

utterances (last block in a 1,000-utterance block division of the BR corpus) in the simula-

tion presented in Fig. 2, the BF, WF, LF values are 87.70%, 76.20%, and 65.10%,

respectively. These figures are not only better than scores calculated over the complete

corpus (85.40%, 72.90%, 47.50%, respectively, repeated here for convenience), but also

higher than many of the other scores that are obtained by more sophisticated models in

Table 1.9 The improvement is particularly large for lexical F-measure, since the number

of early undersegmentation errors constitutes an important part of all of the lexical units

proposed by the system.

3.4. Qualitative error analysis

The numbers presented in the previous subsection show that the performance of the

predictability model is similar to the other models presented in the literature. The quan-

titative evaluation also reveals some of the general characteristics of the model. For

example, we observe that the model as defined here tends to oversegment. However, to

gain more insight into the model’s behavior, we present and discuss some of the actual

segmentation results. Fig. 3 presents the first and last 10 utterances from the model’s

output.

The utterances in Fig. 3a are mostly undersegmented. Even though this behavior does

not map directly to the long-term segmentation behavior of human learners, the conserva-

tive behavior at the beginning is in line with the general human learning pattern, which is

also observed during learning segmentation (Dahan & Brent, 1999). The model also

seems to start segmenting rather quickly. Despite the small amount of information at that

point, the majority of the indicators operating on different basic unit lengths and pre-

dictability measures indicate a boundary before and after the string /lUk/ “look” at the

fourth input utterance. Hence, the utterance is segmented even in that very early stage. It

is also worth noting that the successive discovery of the sequence /lUk/ as a lexical unit

is not directly related to the earlier discovery of this particular sequence. All decisions

are based on phoneme n-gram statistics; no information is used from the boundaries dis-

covered earlier.

As expected, the results in Fig. 3b are a lot better, although the model’s eager segmen-

tation is visible here. Most of the errors are oversegmentation errors. The large number

of single-phoneme items in the output of the model indicates that it would benefit from a

phonotactics component, or a higher level mechanism to constrain the sensible sequences

of words.10 The few undersegmentation errors, for example, /kAmQt/ “come out” and /

D6d%/ “the door,” involve common words or word sequences found in the input corpus.

This behavior is in line with other segmentation models reported in the literature.
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Fig. 3. The model’s output for the first (a) and the last (b) 10 utterances. Single-word utterances without

oversegmentation errors are excluded.
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3.5. Stability of the results over large input

The results presented so far are results obtained on a small, well-known reference cor-

pus (BR corpus). This choice was motivated by the fact that this corpus has been used by

a large number of studies. Hence, results can be compared with other models. A reason-

able objection about the oversegmentation tendency shown by the model is that this trend

may continue until all input utterances are segmented into the basic unit (the phonemes in

this study). This is especially worrying since the amount of input (9,790 utterances) used

in this study is only a very small fraction of what children hear. To assure that the model

is stable in the long run, and does not evolve into a model that only produces single pho-

nemes as lexical items, we run the same simulation on a larger child-directed corpus.

Fig. 4 presents the under- and oversegmentation errors on the larger child-directed cor-

pus introduced in Section 3.1. It is clear that the oversegmentation errors increase at the

beginning, but they stabilize slightly over 0.10, and do not show a clear trend of increase.

The undersegmentation errors, on the other hand, seem to be reduced with more data. As

a result, at the end of this particular corpus the model achieves boundary, word, and lexi-

cal F-measure of 88.10%, 75.60%, and 61.10%, respectively.

3.6. Contributions of forward and reverse entropy

All experiments presented in the earlier sections are performed with the full model

combining forward and reverse entropy. In this section we present experiments that use

only forward or reverse entropy to show the relative contributions of each to the full

Fig. 4. The error scores calculated progressively for every 50 input utterances on the larger child-directed

speech corpus. The curves are obtained by fitting a locally weighted regression model. The shaded areas rep-

resent �1 SE around the curves (barely visible here because of the small standard error). The thin horizontal

lines represent the corresponding error scores calculated over the complete corpus.
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model. The combination of both is motivated by the fact that forward entropy does not

fully capture the effect of surprise, since it is only based on the sequence seen so far.

The use of reverse entropy compensates for this to some extent. Furthermore, the effect

of reverse entropy can also be interpreted as providing a short window of opportunity to

affect the earlier decisions based only on forward entropy.

Table 2 presents the performance scores of both reduced models in comparison to the

full model. The individual models still combine indicators with different context sizes in

both cases (see Appendix A for the effect of context size). The forward entropy alone

seems to perform quite well. While the reverse entropy performs worse than its forward

counterpart, the combination of both provides substantial improvements over all perfor-

mance scores.

4. Discussion

This paper presents experiments with a segmentation model based purely on pre-

dictability of consecutive sub-lexical speech units in the input stream. Unlike most of the

recent models in the literature, the model does not try to find the optimum segmentation

of a given input utterance or corpus. Instead, it guesses boundaries using local statistics

over a limited neighborhood of the boundary candidate. A large number of studies in

developmental psycholinguistics demonstrated children’s sensitivity to (or use of) a num-

ber of local cues for segmentation. The approach is not new for computational models of

segmentation, either. It has been used by many earlier studies either implicitly or explic-

itly. However, it has “fallen out of fashion” probably due to the impression that it does

not yield good segmentation performance. The results presented in this paper bring up a

number of interesting observations and questions that we discuss in this section.

4.1. The performance of the model

As stated earlier, the aim of this study is not to produce a complete segmentation

model. Here, we focus on a single cue or strategy alone. One of the motivations for this

study has been to establish the extent to which predictability can be useful for segmenta-

tion. The results presented in Section 3 show that the model performs similarly to the

Table 2

Performance scores for models that only use forward and reverse entropy. (The row labeled “full model” is

the same as the predictability model in Table 1, repeated here for convenience)

Model

Boundary Word Lexicon Error

P R F P R F P R F Eo Eu

Forward 70.1 82.1 75.6 53.9 60.5 57.0 25.7 55.7 35.2 13.2 17.9

Reverse 58.0 82.1 68.0 36.6 47.3 41.2 21.9 47.4 30.0 22.4 17.9

Full model 81.6 89.4 85.4 70.6 75.3 72.9 37.4 65.0 47.5 7.6 10.6
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other state-of-the art models in the literature. Furthermore, towards the end of training on

the BR corpus, the model presented here achieves boundary, word, and lexicon F-mea-

sure of 88%, 76%, and 65%, respectively. Although the model uses only the predictabil-

ity cue, these scores are even higher than some of the state-of-the-art models trained on

the same corpus (presented in Table 1). Nonetheless, we note again that our aim in this

study is not to show that the present model outperforms others. The competitive score

underlines the fact that a model that relies only on predictability can perform similarly to

the state-of-the-art models, in contrary to earlier reports. Hence, it is a reliable cue for

bootstrapping and complementing other cues for segmentation.

Because of the use of different input and/or evaluation methods, the scores presented

in this paper are not directly comparable to the earlier studies that used predictability

strategy. However, results reported earlier in the literature using only the predictability

cue have been much lower than the results reported in this paper. Christiansen et al.

(1998) report 37% WP and 40% WR with an SRN using phonotactics and utterance

boundary cues on another child-directed speech corpus (Korman, 1984). Graphs presented

by Brent (1999) indicate about 50%–60% WP and WR and 20%–30% LP for his baseline

model utilizing pointwise mutual information on the BR corpus. Cohen et al. (2007)

report 76% BP, and 75% BR on George Orwell’s 1984. Gambell and Yang (2006) report

41.60% BR, and 23.30% BP. Despite the differences in the evaluation methods and the

corpora used, the performance scores presented here are clearly better than these figures

from the earlier studies.

The model presented in this paper, as the majority of segmentation models in the

literature, is an analytic segmentation model. That is, it breaks longer sequences (utter-

ances) into smaller ones (words), as opposed to synthetic models that build words from

sub-word units (Batchelder, 2002; De Marcken, 1996; Olivier, 1968). The analytic

models initially do not segment the utterances. They increase their segmentation accu-

racy by admitting more and more boundaries as the input provides more information.

As a result, a potential problem for such models is segmenting all utterances to the

basic units in the long run. The results presented in Section 3.5 show that our model

is not susceptible to this behavior. Note that there is no ad hoc mechanism that pre-

vents the model from segmenting the input to single phonemes. For some input, for

example, constructed artificially, the model may learn to segment the input into single

basic units. The only constraint that keeps the model in check is the statistical distribu-

tions in the input language.

As it is implemented in our model, the predictability cue tends to oversegment (but

without a snowball effect of oversegmentation to basic units on the long run). If one

takes the output of the model as the only source for building a lexicon, this may cause

problems for a learner. However, the model presented here is not offering a complete

solution for lexical acquisition. Although predictability is a good candidate for one of the

first strategies at work in lexical acquisition (see Section 1.1), it is clearly not the only

source of information for lexical acquisition. Human learners combine many cues in the

input, but they are also likely to make use of their linguistic and world knowledge at

many levels for acquiring an adult-like lexicon.
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4.2. Basic units for segmentation

A common discussion in the segmentation literature is about the basic perceptual unit

in the speech signal. Most computational studies in the literature, including the present

one, use a phonemically transcribed input. On the other hand, it is often argued that sylla-

ble is more appropriate as the basic unit, probably due to its perceptual salience (Lignos,

2012; Phillips & Pearl, 2012, 2014). The linguistic evidence for or against both units

seems to be inconclusive (Dupoux, Kakehi, Hirose, Pallier, & Mehler, 1999; Steriade,

1999).

Although we use phonemes as the indivisible unit in this study, an interesting aspect

of the current model is that it does not commit to a single basic unit for making general-

izations. We collect statistics over larger phoneme n-grams to capture the regularities that

can be captured by multi-phoneme units such as syllables. In combination with the

weighted majority voting algorithm, this strategy learns, in a naive way, the units that are

useful for segmentation. To some extent, our model discovers units useful for the purpose

from the data. The use of different units in potentially differing roles is also in line with

findings of Newport and Aslin (2004). In the current model, the weights are associated

with all phoneme n-grams of the same size rather than individual phoneme n-grams. This

reduces the number of parameters to learn, hence the computational cost. However, it

also makes it difficult to relate the weights learned by model with linguistically more

meaningful units. A possible direction for the future research is to lift this limitation by

using a better representation of the input and better models of learning at multiple levels

(e.g., an incremental version of the models with a notion of learning at multiple levels

similar to Johnson & Goldwater, 2009).

Another issue related to the choice of basic unit is that the phone, rather than the pho-

neme, is a better representation of input for a model of early language acquisition.

Although we acknowledge this as a weakness of the simulations, we note that the use of

phone versus phoneme does not necessarily affect the performance of the model in a pos-

itive way. Using a corpus without phonetic variation decreases the number of units to

consider, hence, decreasing the computational cost and amount of data needed for gener-

alizations. However, it also removes some useful information from the input. For exam-

ple, having the distinction between aspirated and unaspirated allophones of the voiceless

stop consonants in English is a very valuable cue to word boundaries (they are aspirated

when they are word-initial). This information would be available to a phone-based input

representation, while the phonemic representation does not allow the learner to make use

of this information. Furthermore, any hand-annotated corpora will include theoretical or

practical idealizations that will affect the representations of units in potentially arbitrary

ways. A potential solution to this problem is to learn (continuous) input representations

together with learning segmentation (e.g., Ma et al., 2016).

From the modeling perspective, the use of one unit or the other does not change the

underlying computation. The choice of the basic unit, however, may affect the perfor-

mance of the model. The effect of using different units in computational models of seg-

mentation is discussed in C�€oltekin (2015).
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4.3. Predictability as a domain general bootstrapping method

Predictability is not only one of the many cues that are shown by experimental studies

to be useful in the segmentation task, but it also has additional properties that make it

interesting for computational modeling of segmentation. First of all, predicting events or

percepts from the environment seems to be what brains are busy with at multiple levels

and modalities, at all times. The machinery in the brain is good at, and used to use pre-

dictability as a cue for many tasks. Hence, it seems to be a good domain-general method

for finding patterns and learning. Furthermore, most other cues that are attested to be used

for segmentation are language specific. For example, another well-known cue for segmen-

tation is lexical stress which was also shown to outweigh predictability when available

(Cutler & Butterfield, 1992; Jusczyk, Hohne, et al., 1999; Jusczyk, Houston, et al., 1999;

Thiessen & Saffran, 2004). However, lexical stress, like many others, requires language-

specific knowledge. Not all languages exhibit a stress pattern, and not all of the languages

that exhibit stress have the same lexical stress pattern. The predictability cue, on the other

hand, does not require any prior knowledge of the target language.

Logically, predictability is a good candidate for bootstrapping other, language-specific,

cues. Of course, it can only be a viable cue for bootstrapping, if it is able to identify lexi-

cal units successfully. Although the level of success required for this purpose is unclear,

a necessary condition for a cue to bootstrap others is to perform well. The results pre-

sented in this paper show that the strategy performs similar to other, more elaborate

strategies. Hence, supporting the position of (predictability) statistics as a cue for boot-

strapping other cues (Swingley, 2005; Thiessen & Saffran, 2007).

4.4. Measuring predictability

As discussed in earlier sections, we have substantial evidence for use of predictability

in many cognitive tasks, including segmentation. However, we do not (yet) have access

to how exactly the human brain computes predictability. For a computational model, as

well as in an experimental design, we need to quantify the notion of predictability. In this

study we measure (un)predictability using boundary entropy. The choice of this particular

measure, along with a few other choices made during the implementation of the model,

is an example of choices for convenience or idealization that are found in any modeling

practice. Nevertheless, there are some interesting aspects of these “modeling artifacts”

that warrant some discussion.

Entropy is a principled measure of uncertainty. Hence, it is a natural choice for

measuring (un)predictability in the context of segmentation. However, as we noted

already, there are other ways to quantify (un)predictability. Appendix B presents fur-

ther data on three other measures, successor variety (SV), transitional probability (TP),

and pointwise mutual information (MI), that are used in earlier segmentation literature.

The data presented in Table B1 suggest that all measures perform comparably with an

indication that SV and entropy perform better than TP and MI in the setting presented

in Appendix B.
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An interesting question arises because of the use of both forward and reverse

entropy. The forward entropy measures the uncertainty given only the preceding

sequence. It does not make use of the sequence following the boundary position. For

example, while deciding whether there is a boundary after /Iz/ in our earlier example

/IzD&t6kIti/ “Is that a kitty?,” forward entropy can be calculated only based on /Iz/,

while TP or MI requires the unit(s) after the boundary candidate. The results we pre-

sent in Section 3.6 also indicate that, although combining forward and reverse entropy

is beneficial, a good part of the performance comes only from the forward entropy.

This is also intuitively appealing. A human listener would have a good idea of

whether a word boundary follows or not without hearing the beginning of the next

word. However, the experimental evidence so far does not show whether early learn-

ers use this forward-only mechanism (as measured by the forward entropy) or they

need the following context (more compatible with our combined model, or models

using TP or MI). The measures overlap to a large extent, and the stimuli used in all

experimental studies so far are compatible with all measures listed above. The typical

experimental settings, such as head-turn preference, only measure the preference

towards the overall stimuli, rather than employing real-time measurements at potential

boundary locations. Specially crafted stimuli or methods that measure (brain) response

during the processing of the stimuli may be able to tap into this rather subtle but

interesting difference.

The choice of the context size, and as a consequence the choice of the number of

indicators, is a free parameter of the model presented in this paper. The results in

Appendix A indicate that the model performs similarly around phoneme 4-grams that

we used in the main text. However, the performance drops as the context size is

increased or decreased. The reason for lower performance of the models using small

context size is clear. Using only a small context size does not allow the model to uti-

lize the valuable information longer context sizes provide. The explanation for lower

performance of the models using larger context size is more involved. From the com-

putational perspective, the lower performance as context size increases has to do with

the requirements of the weighted majority algorithm used by the model. The success

of weighted majority algorithm depends on performance of the individual voters

(boundary indicators). In particular, each voter is expected to be accurate, that is, per-

forming better than a random voter, and diverse, that is, voting based on (partially)

independent information (Hansen & Salamon, 1990). As we increase the context size,

the individual indicators degrade for two reasons. First, the frequencies of larger n-

grams cannot be estimated reliably due to data sparseness, causing them to act closer

to a random voter. Second, the larger n-grams do not provide any new information

over the information provided by their shorter subsequences. The second reason may

also be tied to the fact that the information processing capacity of the cognitive sys-

tem is limited. These type of limits, the “magical numbers,” are known to affect

human processing of language (Miller, 1956). In turn, the product of this system, the

language input to the learners, is affected by these limits in such a way that only a

limited context is useful.
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4.5. Incremental and predictive models of segmentation

The focus of this study is to show that predictability associated with sequences of basic

units in the input to the learners is useful for segmentation. This question clearly seeks

explanations at Marr’s computational level (Marr, 1982). However, we note that the

model presented here has some properties that may allow it to be beneficial in investigat-

ing questions at Marr’s algorithmic level.

Unlike the majority of the recent models in the segmentation literature, the model pre-

sented here processes the input in an online fashion, without waiting for the end of the

utterance or the complete corpus. Furthermore, at any point during processing of the

input, the model bases its decisions on what may come next. Hence, exhibiting the sort

of predictive behavior we observe with human processing of language input.

Another crucial aspect of the present model is that it uses a cue that is known to be

used by humans. Combined with the fact that processing and learning in the model is

incremental, the present model takes a step towards models of segmentation at Marr’s

algorithmic level. This is not true only because of the fact that the current model is incre-

mental. Incremental algorithms that are (approximately) equivalent to batch algorithms

can be devised (e.g., Pearl et al., 2010). However, the approximation or the equivalence

is typically established on the grounds of formal mathematical properties of these algo-

rithms. The crucial aspect of the current model is not only that it is incremental, but it

also uses a strategy shown to be used by humans in the same task.

As pointed out by Goldwater et al. (2009), similar to the other models that may pro-

vide explanations at Marr’s algorithmic level, some of the behaviors of the model are due

to the (sometimes arbitrary) choices made during design and implementation of the

model. However, this is not necessarily a weakness. Diverging from ideal computational

models by adding cognitively plausible mechanisms or constraints may allow us to

develop predictive models on the long run. As we learn more about the underlying human

cognitive processes, we can replace the arbitrary choices in our models with the ones that

stem from our knowledge of human cognition.

5. Conclusion and outlook

This paper presented a computational model of lexical segmentation based only on pre-

dictability. The aim of this modeling effort has been to investigate the performance of

this particular strategy as a strategy for early segmentation. The concept of predictability

is known to be prevalent in all areas of cognition (Clark, 2013) and also shown to be

used by infants during early stages of language acquisition, including lexical segmenta-

tion (Saffran, Aslin, & Newport, 1996). Our results show that, contrary to earlier reports,

the predictability strategy leads to a segmentation performance that is not far from the

state-of-the-art models presented in the literature. Combined with its language- and

domain-independent nature, this finding indicates that the predictability cue is a good can-

didate for “bootstrapping” lexical segmentation.
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Besides good segmentation performance, we also report on some aspects of the model

that allow us to understand the predictability cue better. Particularly, we show that com-

bining the information from different basic unit sizes, the phoneme-n-gram lengths used

in this study, is helpful. We also observe that the model presented here tends to overseg-

ment, but it does so at a consistent level that does not increase with more input.

Contrary to the recent trend of segmentation models that aim to learn a compact lexi-

con, the model presented here uses low-level local cues in the input stream for lexical

segmentation. These cues have been studied extensively in experimental psycholinguistic

studies. The present study also shows that there still are aspects of these cues and their

use in lexical segmentation that we can investigate and learn through computational mod-

eling. Further research in combining these local cues with modern machine learning

methods is likely to inform us more about the nature and interaction of these cues, hence

contributing to our understanding of language acquisition. Testing these models on lan-

guages other than English and using more realistic input, for example, including variabil-

ity in the speech signal, are also further directions for future research.

Notes

1. See, for example, Clark (2013). Clark puts forward a specific version of the claim

that brains are prediction machines in this highly debated article. The debate, carried

out in 30 commentaries published with the article, is around the specifics of the pro-

posed prediction machine, none disputing that the brains are prediction machines.

2. Since concatenating (lexical) units is one of the fundamental ways human language

processing works, expecting early learners to look for boundaries is not necessarily

a far-fetched assumption. Nevertheless, relying on fewer assumptions, even those

that seem to be well warranted by the data at hand, is a desirable property of a lan-

guage- and domain-general learning strategy.

3. Although the model in Cohen et al. (2007) has been improved in subsequent work

(Hewlett & Cohen, 2009, 2011a,b), the ideas presented in Cohen et al. (2007) are

most relevant to the present study.

4. It is even claimed that segmentation is not necessary at all to extract words from a

speech stream given a comprehensive lexicon (Baayen, Shaoul, Willits, & Ramscar,

2016).

5. Even though phones would have been a better choice of input unit for modeling

early language acquisition, since we use a phonemically transcribed corpus for sim-

ulations, our results are based on phonemes. See Section 4.2 for a detailed discus-

sion of the use of alternative units.

6. Boundary entropy defined here is similar to but different from a well-known entropy

measure, conditional entropy, which is defined as �Σr2A P(r, l) log2 (P(r|l)). In the

preliminary experiments that were conducted, the results obtained for both measures

in the segmentation task were similar. The boundary entropy is adopted here since it

was used in previous research for segmentation (e.g., Hafer & Weiss, 1974).
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7. Unfortunately, accuracy is ambiguous in the cognitive science literature. Accuracy
TPþTN

TPþFPþTNþFN

� �
, as it is commonly used in many branches of science, is not

equal to precision.

8. The subscript “1” indicates that the measure gives equal weights for precision and

recall. In its more generic original formulation, Fa-score gives higher weight to

recall for higher values of a, and lower values give higher weight to precision (van

Rijsbergen, 1979). In this paper, we only report F1-scores, and simply refer to it as

F-measure. It is also customary to present F-measure as percentages (100 9 F-
measure), which we also follow in this paper.

9. If the initial mistakes are excluded from the evaluation, substantial improvements

in the performance scores are also expected for the two incremental models listed

in Table 1, particularly for Venkataraman (2001). This is less clear for the model

of Blanchard, Heinz, and Golinkoff (2010), since the scores reported already

exclude first 1,000 input utterances.

10. Indeed, combining this strategy with other strategies or cues leads to better

segmentation performance (see C�€oltekin & Nerbonne, 2014, for a demonstration).
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Appendix A: The effect of context size

The size of the context that the predictions are based on affects the performance of the

system. The results presented in the earlier sections are based on a combination of

phoneme–n-grams of size 1–4. This section provides additional data on the effect of dif-

ferent context sizes. Table A1 presents the token, word, and lexicon F-measure and the

over- and undersegmentation rates for the model with varying context sizes. The error

scores are presented graphically in Fig. A1. Each row on Table A1 includes the indica-

tors from the earlier row, only adding indicators based on one larger context size.

Both oversegmentation and undersegmentation errors decrease until around the context

size of 3. If we continue adding higher n-gram contexts, the oversegmentation errors continue

decreasing, but undersegmentation errors start increasing. Depending on the error or perfor-

mance measure, the maximum context size between 3 and 6 seems to produce good results.

Table A1

Performance and error scores for the model using H and Hr with varying context size between 1 and 10.

(The model reported in each row includes all the indicators from the previous rows and the n-grams with the

size indicated at the context column)

Context

Boundary Word Lexicon Error

P R F P R F P R F Eo Eu

1 43.5 75.4 55.2 22.7 34.5 27.4 16.0 27.6 20.3 37.0 24.6

2 60.9 89.9 72.6 46.2 61.8 52.9 27.9 41.5 33.4 21.8 10.1

3 72.6 92.5 81.3 60.7 72.4 66.0 36.4 55.4 43.9 13.2 7.5

4 81.6 89.4 85.4 70.6 75.3 72.9 37.4 65.0 47.5 7.6 10.6

5 85.3 84.4 84.8 73.1 72.5 72.8 33.5 68.0 44.9 5.5 15.6

6 86.8 78.9 82.7 72.9 68.3 70.5 28.8 66.5 40.2 4.5 21.1

7 87.5 74.1 80.2 72.1 64.3 68.0 25.4 64.1 36.4 4.0 25.9

8 87.6 69.9 77.8 70.9 60.7 65.4 23.4 62.6 34.1 3.7 30.1

9 87.5 66.5 75.6 69.8 57.9 63.3 22.1 61.3 32.5 3.6 33.5

10 87.4 64.0 73.9 69.0 55.9 61.8 21.3 60.5 31.5 3.5 36.0
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The reason for increase in undersegmentation with increased context size has to do

with the combination of two factors. First, since larger n-grams are sparse in the data,

the indicators using larger context do not have enough number of observations, and

they rarely vote for boundary decisions. Second, training method we use for weighted

majority voting algorithm takes majority decision as the correct decision from the

start. A large number of indicators that do not vote for any segmentation cause the

learner not to segment at all, or in milder cases it causes the learner to start segment-

ing late. The learners that pay attention to larger contexts learn slowly, making more

(undersegmentation) mistakes at the beginning. As a result, the discrepancy between

the evaluation scores calculated over the whole corpus and the scores calculated at

the end of the learning period discussed in Section 3.2 is expected to be even larger

for the learners that use longer sequences. The learning curves presented in Fig. A2

demonstrate these differences. Note that phoneme 5-gram context is much more useful

than phoneme 3-gram context toward the end of the larger child-directed corpus. It

keeps the low undersegmentation rate as shown in the left panel of the Fig. A2, but

also drops the oversegmentation rate to the same level as the learner, using up to 3-

gram contexts. In fact, it provides a better average error rate even at the end of the

BR corpus in comparison to the 4-grams we reported in the main discussion of this

paper. Nevertheless, we note that increasing the context size indefinitely is not useful

(neither it is cognitively plausible). The learner using up to 7-gram context size can-

not catch up with the learner using up to 5-gram context even after about 50,000

utterances. In general, larger context sizes would not always be useful. The statistics

related to larger n-gram suffer from data sparseness problem due to the Zipfian-like

distribution of sequences found in human languages. Although it is difficult to deter-

mine the optimal context size with the data at hand, it is clear that neither very large

nor very small contexts are useful.

Fig. A1. A graphical display of error scores reported in Table A1 with varying maximum context size on the

BR corpus.
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Appendix B: Other measures of predictability

In this study, we opted for measuring the (un)predictability using entropy as described

in Section 2.2. We also noted that there are other measures that are used in the earlier lit-

erature. Three such measures, transitional probability (TP), pointwise mutual information,
(MI) and successor variety (SV), are often used in the segmentation literature. In this sec-

tion, we compare the segmentation performance of the combined entropy model defined

in Section 2, with these three measures of (un)predictability. In all definitions, l refers to

the left context, a sequence of phonemes preceding the candidate boundary location, and

r refers to right context.

• We define successor variety (SV) as

SVðlÞ ¼
X
r2A

cðl; rÞ

where,

cðl; rÞ ¼ 1 if substring lr occurs in the corpus

0 otherwise

�

and A is the set of phonemes in the input language (the alphabet). Like entropy, the SV

is only a function of l, and it may be complemented by a reverse version, “predecessor

variety.” The SV is an unnormalized version of the entropy measure defined in

Section 2.2. The entropy measure is sensitive to the probabilities of individual r values

Fig. A2. Learning curves with varying context sizes. The error rates are calculated on larger child-directed

speech corpus described in Section 3.1.
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(high-probability events result in low entropy), while the SV is not affected by the proba-

bilities of individual r values (all possible values are treated equally).

• Transitional probability (TP) is simply the conditional probability of observing r
after l.

TPðl; rÞ ¼ Pðl; rÞ
PðlÞ

where lr is the joint probability observing l and r in this configuration.

• Pointwise mutual information (MI) is a well-known measure of association, and

defined as follows:

MIðl; rÞ ¼ log2
Pðl; rÞ
PðlÞPðrÞ

Table B1 presents the performance and error scores for these predictability measures,

along with the boundary entropy that we discuss in the main text. For all measures we

only report results using a fixed context size. The performances of the measures may dif-

fer based on the context size, as well as other aspects of the learning algorithm (see

C�€oltekin, 2011, chapter 6, for a more detailed comparison). All measures have similar

undersegmentation rates. In this setting, TP and MI seem to make more oversegmentation

errors and perform worse than SV and H. Nevertheless, all measures perform well above

the baseline, and some perform close to the state-of-the-art models as discussed in

Section 3.3.

Table B1

Performance and error scores using different measures of predictability

Measure

Boundary Word Lexicon Error

P R F P R F P R F Eo Eu

SV 84.9 88.5 86.7 74.3 76.5 75.4 38.0 67.0 48.5 5.9 11.5

TP 69.4 88.5 77.8 54.5 65.1 59.3 30.8 54.1 39.3 14.8 11.5

MI 63.4 89.6 74.3 45.5 58.8 51.3 30.0 49.6 37.4 19.5 10.4

H 81.6 89.4 85.4 70.6 75.3 72.9 37.4 65.0 47.5 7.6 10.6

Random 27.9 27.5 27.7 12.9 12.8 12.8 6.1 44.8 10.8 26.8 72.5

*For all measures, the context size of up to four phoneme n-grams is used. For asymmetric measures SV, TP,

and H, we also included reverse versions in the weighted majority voting. For MI, we altered both left and

right context between one and four. The row random presents scores of the baseline segmentation discussed

in Section 3.3.
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